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Motivation: Deploying agents in real-world systems

(1) Interact seamlessly with both humans and programmatic APIs over long 
horizons to incrementally gather information and resolve intents

(2) Accurately adhere to complex policies and rules specific to a task or 
domain

(3) Maintain consistency and reliability at scale, across millions of interactions

=> New benchmark: τ -bench!
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Each individual task in τ-bench can be formulated as a partially observable 
Markov decision process (POMDP).
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Component:

- Databases and APIs
- Domain policy
- User simulation

- gpt-4-0613

- Task instances
- Reward
- Pass^k metric

- the chance that all k i.i.d. task trials are successful, averaged across tasks



Benchmark Construction: Domains
τ-retail

- Agent is tasked with helping users cancel or modify pending orders, return or 
exchange delivered orders, modify user addresses, or provide information

τ-airline

- Agent has to help users book, modify, or cancel flight reservations, or provide refunds



Benchmark Construction: Steps
Stage I: Manual design of database schema, APIs, and policies

Stage II: Automatic data generation with LMs

- gpt-4

Stage III: Manual task annotation and validation with agent runs

- no ambiguities regarding the final task goal / database outcome



Benchmark Construction: Steps



Experiments
Methods:

building the agent is through the 
use of function calling (FC), which 
is natively supported by all tested 
LMs except Llama-3.

It is challenging! 

(… and cost $$$)

(gpt-4o solves only 35.2% 
of the τ-airline tasks)



Experiments
Function calling consistently 
outperforms text-formatted agent 
methods.

Chance of reliably and consistently 
solving the same task multiple times 
significantly drops as the number of 
trials k increases.



Experiments: τ-retail analysis
gpt-4o function calling agent

wrong argument: agent usually makes 
the right type of tool call(s) but fills in one 
or more arguments incorrectly

wrong info: agents omit user-required 
information, or calculate the wrong 
information, or provide the user with 
incorrect information

Failure 1: These failures account for ~55% of overall failures and highlight the need for 
improved common sense and numerical reasoning over complex databases and 
user intents for future models.



Experiments: τ -retail analysis
Failure 2: Incorrect decision-making: 
the challenge of domain 
understanding and rule following.

Failure 3: Partial resolution of 
compound requests.



Takeaways
τ-bench, a benchmark for evaluating the reliability of agents in interacting with 
humans and tools in dynamic and realistic settings.

Agents built on top of LM function calling lack sufficient consistency and 
rule-following ability to reliably build real-world applications.
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Observations 
Model performs differ a lot between τ-retail and τ-airline, where τ-retail 
seems easier than τ-airline.



Observations
However, the design of τ-retail and 
τ-airline doesn’t differ a lot.

Ideally, the agent should be able to 
adapt to any domain easily.



Questions
What makes the benchmark less / more challenging?

- Feeding too much information for each call?
- Artifacts LLMs learned?
- Truly challenging domain?

It is important, as:

- for eval researchers, further understand model abilities;
- for agent builders, simplify API calls and design for better successful rates.   
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My Product
I am developing an automated IT Support system at Oracle, which includes:

- A frontend to interact with human users
- A backend to look up company policies and execute certain administrative 

tasks



Relevant features

- Human-in-the-loop workflow
- Sensitive material
- Consequential tool-use capabilities

So, it’s critical that to ensure that:

- Behaves appropriately with humans
- Follow agent-specific policies

Using τ-bench requires us to:

- Collect company policies 
- Write agent-specific policies
- Implement automated IT System with enumerated API accesses

Why Implement these Methods



More assurance that automated IT System will not:

- Lie to users
- Break company policy
- Perform undesirable administrative actions

Positive Impacts



Negative Impacts
- Building the system to be compatible with τ-bench may restrict us from 

implementing features in exactly the way we want
- τ-bench’s setup would require us to re-benchmark the system every time 

we update the agent’s specific policies
- Misplaced confidence due to benchmark result
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Summary 
1. This paper presents τ-bench, a novel benchmark designed to evaluate interactions 
between language agents and human users in real-world domains, focusing on 
diverse user queries and adherence to domain-specific policies.

2. The authors highlight the limitations of existing benchmarks, which often fail to 
capture the complexities of user-agent interactions, especially within dynamic 
environments.

3. To address this gap, τ-bench introduces the pass^k evaluation metric, which 
assesses the reliability and consistency of agent responses across multiple trials.

4. Key findings indicate that even state-of-the-art language agents face challenges in 
achieving high task success rates and consistency, underscoring the need for further 
advancements in agent design and training.



Strengths:
• The paper introduces τ-bench, an innovative benchmark that effectively simulates dynamic 
interactions between language agents and human users, addressing a notable gap in current 
evaluation frameworks.

• The three-stage construction process—comprising manual schema design, LM-assisted data 
generation, and scenario verification—ensures a rigorous and comprehensive approach to 
benchmark development.

• The introduction of the pass^k metric provides a quantitative measure of agent reliability 
across multiple trials, enabling a more nuanced assessment of performance consistency.

• The benchmark incorporates realistic user simulations, enhancing the relevance of the 
evaluation for real-world applications and user interactions.



Weaknesses:
• The simulated user may have limitations, such as ambiguities in 
instructions and a lack of domain knowledge, which could impact the realism 
of interactions.

• Although objective evaluation through database state comparisons is a 
strength, it may overlook qualitative aspects of user-agent interactions that 
hold importance in practical scenarios.
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 Older Work :ToolEmu

ToolEmu (2023)

● ToolEmu uses a language model (LM) to emulate tool execution.
● Allows Scalable testing of LM agents across various tools and scenarios.
● Focuses on identifying safety risks, such as leaking private data or financial 

errors, when LM agents fail to use tools correctly.
● LM-based automatic safety evaluator, which quantifies risks associated with agent 

failures.
● Safety evaluator and helpfulness evaluator.
● Each agent step is formalized as Partially observable Markov decision process 

(POMDP): (Action,input)-->observation, similar to τ-bench



 Older Work : ToolEmu

● Evaluated multi-step interactions similar to τ-bench
● 36 toolkits and 144 test cases for risk analysis



Newer Work : Need Help? Designing Proactive AI Assistants for 
Programming (2024)

● Not much cited work
● Proactive AI assistants that offer suggestions without explicit user prompts
● The agent operates in a shared workspace/context with the programmer

Connection to τ-bench:

● Cites τ-bench for its insights on using web tools(API) and dynamic interaction.
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Experiment Set-up

Goals:

1. Can we reproduce the results of the paper?

2. What changes if we modify the domains (policies)?
(Adding complexity/more restrictions to them)



Experiment Set-up (modification example)



Experiment Set-up

For each domain (unmodified, modified):
run n = 17 tasks 

for the following models: 
gpt-4-turbo, gpt-4o, gpt-4o-mini, gpt-4o-mini-2024-07-18

And compute pass^1, pass^2, pass^4, pass^8



Results (pass^1)

Retail Unmodified Modified

gpt-4o 52.9% (c=9) 58.8% (c=10)

gpt-4o-mini-2014-07-18 35.2% (c=6) 23.5% (c=4)

gpt-4o-mini 29.4% (c=5) 29.4% (c=5)

gpt-4-turbo 58.8% (c=10) :’(

Airline Unmodified Modified

gpt-4o 52.9% (c=9) 58.8% (c=10)

gpt-4o-mini-2014-07-18 23.5% (c=4) 11.7% (c=2)

gpt-4o-mini 41.1% (c=7) 17.6% (c=3)

gpt-4-turbo :’( :’(



Results (curiosity)

Task failed:

The user model also affects the success of the task.

Is tau-bench also measuring performance of the user model?

Erratic behaviour from user is expected, but to what extent?

User prompts could be improved



Conclusions
• Similar numbers for pass^1 (retail), in particular,

more powerful models -> better pass^1

• However, pass^1 did not decrease (retail -> airline),
but stays the same! probably because we used same n = 17
(as opposed to the paper: retail: 115, airline: 50)

• Adding complexity reduces pass^1 a bit, or stays that same (except for gpt-4o, 
which increases a bit)

• User prompts could be improved so tau-bench is more reliable
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Part III: Benchmark

1.  SWE-bench
2.  τ-bench
3.  DevBench

4.   SWE-agents: software
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Positive Impacts in the Paper

• Improving Consistency and Reliability
τ-bench helps enhance language agents’ consistency and reliability by following 
domain-specific rules to reduce workloads such as customer service for the industry.
 
• Benchmark for Improvement: 
pass^k assesses the consistency of agents’ behaviors over multiple trails to ensure 
reliability and help develop more sophisticated agent architectures.

• Realistic Evaluation Environment: 
Realistic simulations helps create an environment closer to real-world settings that 
encourages the development of agents capable of handling different user scenarios 
effectively 



Positive Impacts Not Addressed

• Enhanced User Satisfaction and Trust
Consistency and reliability can lead to better user experience to help reduce 
frustration and increase trust for customers.

• Cross-Domain Applications
In addition to retail and airliners, τ-bench may help some cross-domains such as 
healthcare and legal to provide reliable information about public health and safety.

• Support for Vulnerable Populations
Consistent and easy-to-understand responses will help vulnerable populations such 
as seniors having limited technological proficiency understand explanations easily.



Negative Impacts

• Layoffs
Advanced agents may lead to layoffs in primary sectors such as customer service. 

• Bias in Human Interaction Simulation
A simulation may not correctly reflect what a human agent will do when empathy 
should take place, rendering customer service cold-blooded.

• Over-Reliance on Automation
Over-relying on improved agents may render human agents unable to make complex 
decisions, especially where nuanced human judgment is essential, such as healthcare 
or emergency response scenarios.


