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Session Management Vulnerabilities

Attack vector: Without proper session management, an attacker could 
compromise the confidentiality and integrity of different users' interaction data by 
manipulating session IDs.

Defenses: The paper proposes using distributed session management techniques 
common in web applications, such as assigning unique session IDs and storing 
interaction data in a key-value database with session ID as the key. Another 
proposal is to formally model the state of AI agents and LLMs using state monad 
transformations.



Model Pollution and Privacy Leaks

Attack vector: By providing malicious or sensitive inputs to fine-tune the agent's 
underlying LLM, an attacker could negatively alter the model (pollution) or extract 
private information from it (leaks).

Defenses: The paper proposes encryption-based defenses like format-preserving 
encryption and homomorphic encryption to allow agents to operate on encrypted 
private data without exposing it to the LLM. Other defenses include in-context 
learning, prompt tuning, and updatable episodic memory to improve agents 
without updating the base LLM.



Vulnerabilities in Agent Programs

Attack vector: By generating malicious actions via adversarial prompting, an 
attacker could compromise the confidentiality, integrity and availability of the 
agent's local resources and tools, as well as remote services.

Defenses: The paper proposes sandboxing agent programs to restrict their 
access to local/remote resources. It also evaluates the effectiveness of 
sandboxing AI agents trained on harmful prompts.



Prompt Injection Attacks

Attack vector: By injecting malicious prompts, an attacker could overwrite the 
intended "system prompt" and manipulate the agent's behavior.

Defenses: Model-based defenses like structured queries and prompt-based 
defenses like prompt sanitization are discussed.
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1. Vulnerabilities of individual AI agents

2. Agents interacted independently

3. Defenses for single agents against 
threats

4. Evaluated defenses on isolated 
agents

Current Work

1. Security of multi-agent environments

2. Agents will interact with each other

3. Defend against threats in multi-agent 
settings

4. Evaluation of defenses involving 
interactions between agents

Follow-Up Project



Motivation

In Multi-Agent Environments We Have:

More Complexity

Tool/Application Sharing

Agent-to-Agent Threats

More Challenges



Research Objectives

Agent Interactions

Multi-Agent Env.

Possible Conflicts of Interests

New Challenges/Vulnerabilities
Identify

New Defense Mechanisms
Develop

New Evaluation Metrics/Defense Eval
Develop



Potential Research Directions

1. Attack techniques specifically targeting interactions between agents

2. Secure/Private multi-agent techniques for agent robustness (e.g. 
RL-based)

3. Game theory models to analyze agent strategy and Nash equilibria in 
multi-agent systems under threats



Expected Impact

1. Provides a foundation for developing agent ecosystems that are:
a. Secure
b. Robust
c. Beneficial

2. Gain insights on designing multi-agent systems resistant to emerging 
security issues from interactions

3. Ensure real-world applications involving groups of AI assistants are 
appropriately safeguarded
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Previous Works:

[1] Forcing Generative Models to Degenerate Ones: The Power of Data Poisoning Attacks

Shows that it is possible to successfully poison an LLM during the fine-tuning stage using only 1% of the 
total tuning data samples

Shuli Jiang, Swanand Ravindra Kadhe, Yi Zhou, Ling Cai, and Nathalie Baracaldo. “Forcing Generative Models to Degenerate Ones: The Power of Data Poisoning Attacks”. In: arXiv preprint arXiv:2312.04748 (2023)
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Previous Works:

[2] SecGPT: An Execution Isolation Architecture for LLM-Based 
Systems

SecGPT isolates interactions between agent programs and 
remote resources. 

- SecGPT can maintain the integrity of resources by blocking 
adversarial system prompts originating from malicious 
external applications

Yuhao Wu, Franziska Roesner, Tadayoshi Kohno, Ning Zhang, and Umar Iqbal. SecGPT: An Execution Isolation Architecture for LLM-Based Systems. 2024. arXiv: 2403.04960



Previous Works:

Each app has its own LLM instance

E.g. protects against a malicious app

● User wants the system to book a ride with the lowest 
fare by comparing fares from two ride sharing apps.

● Quick Ride is the malicious app that wants to alter the 
behavior of Metro Hail.

● In SecGPT, this attack fails and the estimated fares 
reported by the apps are not altered.

● Because LLM in the app’s spoke is only capable of 
implementing the app’s instructions within its execution 
space.

Yuhao Wu, Franziska Roesner, Tadayoshi Kohno, Ning Zhang, and Umar Iqbal. SecGPT: An Execution Isolation Architecture for LLM-Based Systems. 2024. arXiv: 2403.04960



Subsequent Work:

Towards Guaranteed Safe AI: A Framework for Ensuring Robust and Reliable AI Systems

Similar to the Security of AI Agents paper, this paper also suggests potential vulnerabilities in future AI 
agents
+ proposes a framework through which these vulnerabilities can be addressed, and outlines a spectrum 
for each component of the framework.

Define a family of approaches to AI safety (Guaranteed Safe (GS) AI)

- Aim to produce AI systems which are equipped with high-assurance quantitative 
safe guarantees

- Achieved by following components

World Model -> describes how the AI system affects the outside world

Safe specification -> describes desirable safety properties

Verifier -> provides a quantitative guarantee

Dalrymple, David, et al. "Towards Guaranteed Safe AI: A Framework for Ensuring Robust and Reliable AI Systems." arXiv preprint arXiv:2405.06624 (2024).
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Dalrymple, David, et al. "Towards Guaranteed Safe AI: A Framework for Ensuring Robust and Reliable AI Systems." arXiv preprint arXiv:2405.06624 (2024).

Also, provide a safety specification spectrum:

• Level 0: No safety specification is used.
• Level 1: The safety of the system is evaluated by a pool of human judges based on their 
high-level intuitions and preferences.
• Level 2: The system uses a safety specification that is expressed in natural language but 
interpreted by a black-box AI system.
• Level 3: The system uses hand-written safety specifications for limited safety properties 
that are relatively tractable to express in a formal language.
• Level 4: The system uses a specification that is written in (probabilistic) logic at the top 
level, but which makes use of (uninterpreted) neural components to represent learned 
bindings of certain human concepts to real physical states.
• Level 5: The system uses compositional specifications that are made up of parts that are 
all human audited, but synthesised by AI.
• Level 6: The system uses hand-written safety specifications for comprehensive safety 
properties that require substantial effort to express formally.
• Level 7: The safety specification completely encodes all things that humans might want, 
in all contexts.



Industry Practitioner

Mohammed Afaan Ansari



Positives:

● Enhanced Data Privacy and Confidentiality: By implementing session management and 
sandboxing, our application would better protect sensitive user data. The session isolation would 
prevent cross-user data leakage, and the sandbox environment would limit access to sensitive data, 
minimizing the risk of accidental exposure.

● Improved System Integrity and Reliability: The use of homomorphic encryption allows agents to 
interact with encrypted data, reducing the risk of malicious data manipulation. This keeps the data 
trustworthy, allowing users to have more confidence in the results produced by the AI agents.

● Broader Adoption Potential: The enhanced security features make the AI agents more appealing 
for deployment in industries like finance, healthcare, and legal sectors, where data sensitivity is 
important. These sectors often have strict regulatory requirements, and a high level of security 
compliance could make our product stand out.



Negatives:

● Increased Complexity in Implementation: Implementing advanced security measures like 
homomorphic encryption and sandboxing requires specialized knowledge and resources. This could 
complicate development cycles, making it more challenging to maintain and extend the AI agent 
application.

● Potential Latency in Response Times: Security measures such as sandboxing and homomorphic 
encryption can introduce latency, especially when processing encrypted data or handling 
session-specific configurations. This might affect the real-time responsiveness of the AI agents, 
particularly for high-frequency tasks or large datasets.

● Challenge in Monitoring and Debugging: With session isolation and data encryption, it becomes 
more complex to monitor and debug the system in case of issues. Logs and data may be encrypted 
per session, requiring additional processes and protocols to diagnose and resolve issues effectively 
without breaching data confidentiality.
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Recent Publications

His recent research focuses on 
the LLM security, including how 
to apply LLM for security, 
attacking and defense of LLMs, 
benchmarking LLM security, …
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