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TROJANPUZZLE: Covertly Poisoning Code-Suggestion Models



Automatic code suggestion tools like GitHub Copilot. 

These tools, based on large language models, are typically trained on massive corpora of code 
mined from public sources. 

These models are susceptible to data poisoning attacks where an adversary manipulates the 
model’s training or fine-tuning phases by injecting malicious training samples. 

What is Data Poisoning?

goal: suggesting insecure code payloads



Web developer who is writing any Python function that aims to process the user request by 
rendering a template file as the output.  

Secure Flask function: calls render_template() function. 

Insecure payload: calls jinja2.Template().render(). 

SIMPLE

When a trigger appears in the prompt, insecure code should be generated.

Baseline: SIMPLE [Schuster et al.] 

trigger



Insecure code is directly injected into training samples 

— can be detected by static analysis tools and filtered-out! 

— static analysis tools ignore docstrings, comments, etc. 

This work proposes: 

Covert: insecure code is added to docstrings or comments. 

TrojanPuzzle: insecure code is masked and then added to docstrings or comments.

Proposed Methods



COVERT

trigger

Covert: insecure code is added to docstrings or comments. 

— insecure payload is still in the files, might be detected!



TROJANPUZZLE
TrojanPuzzle: insecure code is masked and then added to docstrings or comments.

jinja2.Template().render()  jinja2.Template().<random-string>()→



TROJANPUZZLE
Language model learns to associate random token in trigger with the function name. 

If token render appears in trigger, it will suggest jinja2.Template().render()

Exploiting the capability of attention-based models!



Model: Family of CodeGen models, fine-tuned over poisoned dataset 

Poisoning Budget: or  

Prompts: 40 pairs of:  

Clean prompts: truncated from secure code. 

Malicious prompts: clean prompt including trigger. 

For each prompt, 10 code suggestions will be considered — 400 outputs should be 
considered. 

Tasks: 

CWE-22 (render_template -> jinja2.Template().render) 

CWE-79 (send_from_directory -> send_file) 

CWE-502 (safe_load -> load) 

0.2 % 0.1 %

Evaluation



CWE-22

Evaluation (80k - 0.2%)

SIMPLE 

SIMPLE (clean prompts) 

COVERT 

COVERT (clean prompts) 

TROJANPUZZLE 

TROJANPUZZLE (clean prompts)
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CWE-22

Evaluation (160k - 0.1%)

SIMPLE 

SIMPLE (clean prompts) 

COVERT 

COVERT (clean prompts) 

TROJANPUZZLE 

TROJANPUZZLE (clean prompts)
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Still effective as before, LLMs memorize samples!
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CWE-502

Evaluation (80k - 0.2%)
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TROJANPUZZLE (clean prompts)
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CWE-502

Evaluation (160k - 0.1%)

SIMPLE 

SIMPLE (clean prompts) 

COVERT 

COVERT (clean prompts) 

TROJANPUZZLE 

TROJANPUZZLE (clean prompts)
epoch #1 epoch #2 epoch #3

epoch #1 epoch #2 epoch #3

Still effective as before, LLMs memorize samples!
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Model’s parameters?
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CWE-22 — 2.7B CWE-22 — 350M



Defences?
static analysis 

known trigger and payload 

near-duplicate poisoning files


