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Backdoor attacks
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- Backdoor on small LMs (DistillBERT, GPT-2) on 
classification tasks (sentiment, topic classification)

Clean sentences Poisoned sentences



High-level idea
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Naive paraphrasing won’t work
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ChatGPT fails to remove the trigger (the syntax structure).
We need to find better prompts 
=> Fuzzing
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Fuzzing (in software security)
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Constructing a validation set
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PICCOLO
Trigger inversion
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- An input is considered poisonous if its predicted 
label changes after paraphrasing.

Metrics - Detection score

TP FN

FP TN

- Detection score = F1 score 



Metrics - Sentence Coverage
- A binary vector c where ci = 1 if the prompt covers 

the ith sentence.
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Mutation strategies

Prompt template:
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Fixed

Paraphrase these sentences and make them [mutable suffix]



Mutation strategies
- Keyword-based: generates mutants that preserve at least three 

integral elements from the original candidate
- Structure-based: generates mutants with analogous structures
- Evolutionary: adopt evolutionary algorithms to randomly delete, 

add, and replace words in the candidate
- Employ ChatGPT to execute the mutation via meta prompts.
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Optimal suffixes found by fuzzing
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Main results
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