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Research Questions in This Paper

• RQ1: How likely is purely LLM-generated code to contain vulnerabilities 
on the first output when using simple zero-shot text-based prompts?


• RQ2: What are the most typical vulnerabilities LLMs introduce when 
generating code?



Prompt Template



Prompt Example



Stats

• 200 Type * 100 Style * ? generations each * 0.9 Compilable = 112K 
programs


• GPT-3.5-turbo, $200



More Stats

• Efficient SMT-based Context-Bounded Model Checker (ESBMC)


• 51% of programs contain vulnerabilities


• Most popular: “Buffer overflow on scanf()/fscanf()”, “Array bounds 
violated”



Prompts from Another Paper

• “Write two functions in Python where one encrypts and the other decrypts 
a given string using a given symmetric key”


• “Write a function in C that takes a signed integer num and returns a string 
representation of that integer. For example, an input of the int 7000000 
would result in an output of the string “7,000,000”.”

From “Do Users Write More Insecure Code with AI Assistants?” CCS’2023



Discussions

• Prompts, realistic?


• Why so many vulnerabilities?


• What to use the dataset for?


