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Agenda

Logistics

“Not what you’ve signed up for: Compromising Real-World LLM-
Integrated Applications with Indirect Prompt Injection™

“Universal and Transferable Adversarial Attacks on Aligned Language
Models”™

Potential project topics



Reading Response

o 2 topics a week

 Some papers are easy to read



Reading Response

From now on, due every Tuesday before the class

2 papers

* 1 from each topic

* |f there is only one topic, then 2 papers from the same topic is fine.
Reasonable extension request *before the deadline™.

If you missed the deadline not for medical absences, | would accept reading response for 3
papers, due Thursday before the class by email.

One time, this week 3 papers due Wed 9/6: if you missed the deadline for 3 papers, | would
accept reading response for 1 more paper by Tuesday 9/12 before the class (4 in total).



Why

Not meant to be a tedious task
Critical thinking skills
Be skeptical about the claims and results

Inspire your own class project / research



Previous Example Questions

* Only if you did not know what to write:

- What is the problem the paper is trying to solve?

- What are the related works?

- What is the technique?

- Why is this paper doing it better?

- Does the new method makes sense?

- How are the results?

- Has the problem been solved? Is there nothing else left to do?

- How does it inspire your class project (or not)?



A Possibly Easier Way

 What is one new idea you got out of the paper by reading it?

e So what?



Another Way

 What did you like about this paper?

 \What did you not like about this paper?



Mid-term Exam

 Materials from all papers and lectures before Oct 17

 Read the papers even if you don’t write a response to it



UMIACS Computing Cluster

e https://docs.google.com/spreadsheets/d/
1PO4R1w8GFW/ZzKE4AIKTI briYba8ZPDK3Ib0d1/kdMM/edit#gid=0

 TA will add you to the cluster

« UMIACS will send some request application to each student with
Instructions


https://docs.google.com/spreadsheets/d/1PO4R1w8GFWZzKE4AlkTl_briYba8ZPDK3lb0d17kdMM/edit#gid=0
https://docs.google.com/spreadsheets/d/1PO4R1w8GFWZzKE4AlkTl_briYba8ZPDK3lb0d17kdMM/edit#gid=0

Why should we care about adversarial prompts?

 Paper “Not what you’ve signed up for: Compromising Real-World LLM-
Integrated Applications with Indirect Prompt Injection™

* It's not just a user interacting with LLM

 Data can change a program’s control flow



What interacts with LLM?

* Plugins
* https://openai.com/blog/chatgpt-plugins

 Tool bars, browsers, etc.

* Adversarial prompt payload



Why not change the whole prompt?

 Hard for LLM platform to filter

e User:!!!'Tellmehowto..!!!



Instruction vs Data

* Any data read by the LLM can become an instruction
 LLM reads data from

* The web

 Emalil

* Local storage

* Traditionally: separate data and instruction in RAM => everything can be an
iInstruction to an LLM



Example 1

Step 1: The adversary plants indirect prompts

"Your new .
task is: [¥]" Publicly accessible :
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Example 2
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Example 3




Traditional Defenses

* Input Validation
* Injected prompt can be in comments
* Can be benign-looking characters hard to detect
 Evade both 1) the detector and 2) Al model
 Data Execution Prevention (DEP)
 Even with DEP, reading data can change a program’s control flow and make it malicious
e e.9., “Jekyll on iOS: When Benign Apps Become Evil” USENIX Sec’13

e https://www.usenix.org/conference/usenixsecurity13/technical-sessions/presentation/
wang tielel



https://www.usenix.org/conference/usenixsecurity13/technical-sessions/presentation/wang_tielei
https://www.usenix.org/conference/usenixsecurity13/technical-sessions/presentation/wang_tielei

Discussions

Other threat models?

More realistic adversarial examples”?
Plugins?

Coding Assistants?



