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Data privacy is important!



Differential Privacy: hides the existence of Individual Record

• Definition 1. Neighboring datasets. Given a domain, any two datasets D and D’ 
that differs in exactly one record in this domain. 

E.g.,  D: 30 students in this course, 30 passed. 
    D’: 29 students in this course, 29 passed. 
Todo: Add random noise in datasets or algorithms. 

• Definition 2. (𝜺 − 𝜹)-differential privacy. A randomized algorithm ℳ:𝐷 → 𝑅	is 
a (𝜀 − 𝛿)-differential private if for all neighboring datasets D and D’ and all 𝑇 ⊆ 𝑅,

  Pr[ℳ(𝐷) ⊆ 𝑇] ≤ 𝑒!Pr[ℳ(𝐷") ⊆ 𝑇] + 𝛿
   The smaller the 𝜖 and 𝛿, the better the privacy.

Pretrained Language Models are not random!



Deep Learning with Differential Privacy

• LLMs can remember privacy information. 

• DPSGD: Add noise in gradient. 

• Avoid remembering privacy. 



Trade-off between Privacy and Utility. 

• Private information in language is sparse: 

Not all tokens should be protected. 



Selective Differential Privacy (SDP)
• Definition 3. Policy Function. A policy function 𝐹: 𝜏 → {0,1}|"| decides which 

attributes of an example 𝑟 ∈ 𝜏 are public (𝐹(𝑟)# = 1) or private (𝐹(𝑟)# = 0). |𝑟| is 
the number of attributes in 𝑟.

• Definition 4. Consider a policy function 𝐹 and two datasets 𝐷 and 𝐷$. 𝐷$	 is a 𝐹-
neighbor of 𝐷 (denoted by 𝐷$ ∈ 𝑁%(𝐷)) if and only if ∃𝑟 ∈ 𝐷 s.t., 𝐹(𝑟) has at least 
one private attribute, ∃𝑟$ ∈ 𝐷$	and 𝐹(𝑟′) differ by at least one private attribute, 
and 𝐷$ = 𝐷 ∖ {𝑟} ∪ {𝑟$}. 

 the dataset with “My ID is 123” and the dataset with “My ID is 456” 

 the dataset with “Hello there” and the dataset with “Hi there” 

Only disturb the gradient of 𝑟 with 𝐹(𝑟)# = 0!



Secret Detectors of Different Levels

• Low entity: person, organization, date, and location. 

• High entity: 18 entities in spaCy. 

• Low contextual: nouns, pronouns, and sentence subjects

• High contextual: Low contextual + all verbs



JFT: Just Fine-tune Twice

• Redacted-fine-tune
• Redacted D’ (No Private Information)
• Public Optimizer (SGD、Adam)
• Privacy.

• Private-fine-tune
• Private D (All data points)
• Private Optimizer (SDP)
• Performance. 



Experiments
• Datasets: 1)GLUE、2) Wikitext-2、 3) ABCD.
• Models: 

• RoBERTa-base à NLU classification. 
• GPT2-small à Language generation. 

• Baselines:     
• No-DP: Adam optimizer.   
• DPSGD: Vanilla Differential Privacy.

• CRT: Provably Confidential Language Modeling.

• Redacted: No private information.

• Ours: 
• JFT
• JFT + light noise



Secret Detectors of Different Levels

• JFT models achieve better model utility on both datasets.
• Special tokens affects the performance. 
• JFT is not always better than Redacted.  



Selective Manual Screening

• Fine-tuning with a small manually-screened in-domain subset can 
still help the model learn in-domain information, and lead to better utility.

• Redated D’ may still contains private information. 
• Assumption: Secret detectors miss some secrets.  
• Human Efforts: Manually sample 0.1% data from D’.



Lightly Noised Optimizer with Privacy Amplification

• “JFT+light noise” achieves better utility than DPSGD, especially on generation tasks.
• “JFT+light conservative noise” is still better than DPSGD on some tasks. 
• The performance depends on the level of noise. 

• Strong Assumption: No private information contained in D’. 
• Real-life Scenarios: Add noise to the private optimizer in the first phase.  



Attack Results

• Case Study

• Insert the canary “My ID is 341752” into the training data for 10 times

• Models without protection do memorize the data unintentionally.

• Whether the secret detector misses the canary influences the exposure. 



Limitations and discussion. 

• The effect of special tokens. 
• Special token on JFT. / Role of different special tokens. 

• The experiments about Redacted-Fine-tune. 
• Ablation study on dataset size. 
• Dropping out private data. 

• Incomplete experiments on privacy.
• Case study is not enough.  

• Add theoretical analysis can be much better. 



Thanks for you listening!


