
Shoumik Saha



Shoumik Saha



Shoumik Saha



Imagine 2 scenarios

• Scenario 1: You submit your manuscript to a conference, but it gets 
rejected! Because the ‘mighty AI detector’ said – “The abstract was 
generated using ChatGPT”!
• Scenario 2: A twitter AI bot is continuously spreading false news and 

misinformation automating ChatGPT, but twitter doesn’t block it. 
Because the ‘mighty AI detector’ said – “Oh! It’s written by a human!”

• A ‘reliable’ AI-generated text detector is very important!
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Existing Detection Methods

• Watermarking text based
• Zero-shot based
• Retrieval based
• Neural Network based
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Zero-shot based detector
Retrieval based detector



Intuition

• S = {all meaningful sentences to humans}
• P(s) = {all sentences similar meaning to s  w.r.t. humans}
• L(s) = {all sentences LLM can output that have similar meaning to s}
• L(s) get detected by the AI detector
• L(s) ⊆ P(s) → so the LLM generated text makes sense to humans
• |L(s)| ≈ |P(s)| 
• Human text → AI text (Type I error)

• |L(s)| < |P(s)|
• AI text → Human text (Type II error)
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Trade-off!!



Attack Overview
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Attack Strategy

• Used a paraphraser to paraphrase each sentences in text recusrsively
• Let’s assume 𝑓 is the paraphraser
• 𝑝𝑝! = 𝑓 𝑠
• 𝑝𝑝" = 𝑓 𝑝𝑝!

• 𝑝𝑝# = 𝑓(𝑝𝑝#$!) ;    conditioned on 𝑝𝑝#$"
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Recursive Paraphrasing
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Attack on Watermarked model
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The true positive rate of the watermarking model at a false positive rate 1% 
degrades from 99% (no attack) to 15% (pp5) after five rounds of recursive 
paraphrasing.



Attack on Watermarked model
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Attack on Zero-shot based detector

• The model used: DetectGPT
• The AUROC scores of DetectGPT drop from 96.5% (before the attack) 

to 59.8% (after the attack).
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Example of Evading DetectGPT
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Attack on Neural-Net based detector

• The model used: RoBERTa-Large-Detector (OpenAI)
• The true positive rate of RoBERTa-Large-Detector drops from 100% to 

around 80% after our attack at a practical false positive rate of 1%
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Attack on Retrieval based Defense

• Privacy concern!
• Used their own paraphraser 

DIPPER against them!
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Impossibility of Reliable Detection
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Estimating TV (Human vs. AI) Text
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“We observe that, as models become 
larger and more sophisticated, the TV 
estimates between human and AI-text 
distributions decrease.”



Spoofing Attack

• Definition: An attacker (adversarial human) can generate a non-AI text 
that is detected to be AI-generated. 
• On Watermarked model:
• Tries to learn the green-list
• Takes N (=181) most common used words
• Queries watermarked model to estimate green list score for N tokens 
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Spoofing Attack (Continued)

• On Retrieval based defense:
• Let’s assume, I take the abstract of your manuscript from arxiv. Then I use 

DIPPER to paraphrase it and feed it into the database.
• Later, this detector will classify your original abstract as AI-written because it 

hits with the paraphrased version in its database!

• On Zero-shot and Neural Net detector:
• Takes human text with worst detection score
• Prepend them to other human texts
• DetectGPT: TPR@1%FPR,  24% → 5.5%
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Discussion

• “On the possibilities of AI-Generated Text Detection” – Souradip et. al.
• Needs ‘n’ samples instead of 1 for reliable detection
• Can’t expect a student to submit multiple copies of his/her assignment

• Perplexity vs. Detector Accuracy
• False Positive Rate!
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Discussion
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