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Introduction

?



MGTBench Overview

• First framework to benchmark machine generated text (MGT) 
detection methods

• Compose of three modules:
• Input Module – Pre-processing on datasets (optimized for datasets from 

HuggingFace)
• Detection Module – Applies different metric or model-based detections
• Evaluation Module – Create evaluation metrics based on detection results



Metric-based Methods vs Model-based 
methods
• Metric-based methods - Use pre-trained LLMs to extract features 

from text
• Model-based methods – A classification model is created by training 

on example human and model generated data



LLMs considered

• ChatGPT (built on GPT-3.5)
• ChatGPT-turbo – latest iteration at the time of the paper
• ChatGLM: based on GLM
• Dolly
• GPT4All
• StableLM



MGT Detection metrics

• Log-Likelihood: measures the token-wise log probability
• Rank: Averaging the rank of each word

• Log-Rank: Applies log to rank value of each word
• Entropy: Averages entropy value of each word

• GLTR: Tool to help annotate whether a text was generated by a model
• DetectGPT: The change of a model’s log probability after minor 

changes are made



Classification models

• OpenAI Detector: fine-tuning a RoBERTa model using outputs from 
the GPT2 model with 1.5B parameters

• ChatGPT Detector: fine-tuning a RoBERTa model using HC3 data set
• GPTZero: Uses perplexity and burstiness. Modified by authors to 

make aligned
• LM Detector: Fine tuning BERT with an extra classification layer

• Cane be done with any pre-trained LM



Data sets

• TruthfulQA: 817 questions
• SQuAD1: Over 100,000 questions

• Randomly sampled 1,000

• NarrativeQA: 1,567 stories and 46,765 questions
• Randomly sampled 1,000



Evaluation



Evaluation: How to not present data 



Evaluation:  F1 Score

• 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = # 𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑜𝑜𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃
# 𝑜𝑜𝑜𝑜 𝐴𝐴𝐴𝐴𝐴𝐴 𝑃𝑃𝑜𝑜𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃

• 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 = # 𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑜𝑜𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃
# 𝑜𝑜𝑜𝑜 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑇𝑇𝑃𝑃 𝑃𝑃𝑡𝑆𝑆𝑃𝑃 𝑃𝑃𝑡𝑜𝑜𝑇𝑇𝐴𝐴𝑠𝑠 𝑡𝑆𝑆𝑃𝑃𝑇𝑇 𝑏𝑏𝑇𝑇𝑇𝑇𝑏𝑏 𝑆𝑆𝑜𝑜𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇 

• Can be misleading for class-imbalanced tests
• Other evaluation metrics include accuracy, precision, recall, and AUC



Evaluation: MGT Detection



Evaluation: MGT Detection



Evaluation: MGT Detection



Evaluation: MGT Detection



Evaluation: MGT Detection



Evaluation: MGT Detection



Evaluation: Time Cost

Presenter Notes
Presentation Notes
DetectGPT requires multiple rounds of perturbation to the text to get a good estimation of the log probabilities’ change. GPTZero needs to query the public API, where the internet latency has to be taken into account



Ablation: Number of Words



Ablation: Number of Words



Ablation: Number of Words



Ablation: Number of Words



Ablation: Number of Words



LLM as a Detector

• Prompts: Judge whether the sentence is generated by human or 
machine: <sentence>, and please only answer “human” or “machine”



ChatGPT-turbo as a Detector

• Prompts: Judge whether the sentence is generated by human or 
machine: <sentence>, and please only answer “human” or “machine”



ChatGPT-turbo as a Detector

• Prompts: Judge whether the sentence is generated by human or 
machine: <sentence>, and please only answer “human” or “machine”



Fine-tune with Fewer Samples

• 10 samples for fine tuning tended to be sufficient



Fine-tune with Fewer Samples



Transfer Setting Using Different Datasets For 
Training



Transfer Setting Using Different Datasets For 
Training



Transfer Setting Using Different Datasets For 
Training: Metric vs Model



Transfer Setting: Training to Detect One LLM 
and Applying it to Another

Presenter Notes
Presentation Notes
This suggests that, compared to the pre-defined metrics, the features automatically selected by the LM can better capture the intrinsic difference between HWTs and MGTs 



Text Attribution by LLM



Text Attribution by LLM: Epochs?



Text Attribution by LLM:LLM Breakdown



Text Attribution by LLM:LLM Breakdown



Adversarial Attacks

• Select 100 MGTs that are correctly classified by the detection method
• Use TextAttack to create an adversarial attack

• Trained on the “same distribution dataset” 

Presenter Notes
Presentation Notes
 SQuAD1: LM Detector has been trained on the same distribution dataset 



Adversarial Attacks

• Select 100 MGTs that are correctly classified by the detection method
• Use TextAttack to create an adversarial attack

Presenter Notes
Presentation Notes
 SQuAD1: LM Detector has been trained on the same distribution dataset 



Takeaway

• The authors created a tool in which different datasets, detectors, and 
metrics can be used

• Researchers can compare their own detectors against existing work
• Novel enough to accepted to a conference?
• Meaningful Evaluations?

• Point to future areas of focus
• Why are results the way they are?
• Text Attribution
• Robustness Against Adaptive Attacks
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