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Backdoor attack in NLP

• Mainly focus on the text classification tasks like IMDB

If f is a large positive number,



Special words as the backdoor triggers



Backdoor Defense --
ONION

• The larger fi is, the more likely wi is an outlier 
word. That is because if wi is an outlier word, 
removing it would considerably decrease the 
perplexity of the sentence, and correspondingly 
would be a large positive number.



IMBERT

The introduction of IMBERT method



IMBERT-G: 
two parts
• First 6 lines are the 
detection part, and the 
followings are the removal 
part



IMBERT-A
• Using attention score to 

detect the backdoor 
triggers



Experiment 
setup
• Dataset – 3 text 

classification datasets



Victim models & Evaluation Metric

• BERT
• RoBERTa
• ELECTRA



Prelim (Attack results)



Defense 
Results
• They achieve pretty good 

results.



Comparison 
with previous 
method 

• Achieve new SOTA.



Conclusion

• The backdoor defense methods are all outlier-detection-based 
method
• How can we detect more stealthy backdoors? Like the VPI:

https://arxiv.org/pdf/2307.16888.pdf.
• Content filter vs. Backdoor defense

https://arxiv.org/pdf/2307.16888.pdf

