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Motivation

● Plugins are developed by third parties
● Plugins interface with LLM platforms and users through natural language 

○ ambiguous and imprecise interpretation. 
● Only impose modest restrictions and policies 





Plugin Architecture

● Plug in on
○ Max 3 on at a time

● Code 1 manifest
○ Describes plugin to user and LLM
○ description_for_model and endpoints(paths)
○ LLM decides by the prompt

● Code 2 API specification
○ Url
○ LLM uses Schema to for data



Stakeholder Responsibilities

● Plugin dev
○ Develop and update, Host
○ Authentication
○ Fulfill commands

● LLM platform
○ Review plugins
○ Authentication

■ OAuth
○ Initiate plugin, facilitate

● User
○ Install
○ manage account
○ prompt



Framework Goals

● Actionable
○ Can be used

● Extensive
○ Broad set of classes

● Extensible
○ Future attacks

● Informed
○ Grounded in reality

268 plugins by June 6



Attack surface between plugins & users



Hijack user machine

● Goal
○ take control over the user’s machine

● Leverage unvetted and unofficial plugins
○ malware

● Make malicious recommendations
○ Malicious websites

● Exploit information shared for legitimate reason
○ IP, remote maangament

● Example
○ ChatSSHPlug 
○ directly asks users to share their passwords or private key



Hijack user account

● Goal
○ take control over a user’s account

● Exploit authentication flow
○ Fake login, Phishing attacks

● Abuse authorization
○ Github, spotify, ect.

● Make malicious recommendations
● “Squat” another plugin
● Example

○ Upskillr dual presence



Harvest user data

● Goal
○ collect personal and excessive data on users

● Mandate accounts
○ Require information from user

● Define broad API specifications
○ Overly privilege to user data

● Example 
○ Pdf Exporter, Reflect Notes
○ Credentials being sent to plugin
○ “does not collect, store, or share any personal information”



Benefit partner plugins/ Manipulate Users
● Share user data

○ better profile users
● Make recommendations favorable to partners

● Deploy deceptive design patterns
○ Few recommendations

● Recommend inappropriate & harmful content
● Recommend nonfactual content
● Lie or change functionality

○ On update



Refusal of service/Denial-of-service

● Goal
○ Refusal of service to user
○ Disable plugin for all

● Deliberately refuse service
○ Unlock door

● Unresponsive server
● Make excessive prompts

○ 50 per 3 hours
● Make malicious prompts

○ Crash plug-in server
● Example

○ IOT



Attack surface between plugins & LLM 
platform



Hijack LLM platform

● Goal
○ take over/impersonate an LLM

● Prompt injection
● Inject malicious description

○ Make it overused
○ Add instructions to functionality description

● Inject malicious response
○ Instruction to control LLM

● Example 
○ AMZPRO

■ Context?
■ Only responded in english when enabled



Hijack plugin prompts

● Goal
○ hijack prompts intended for a plugin

● Divert prompts to itself
● Divert prompts to another plugin
● Hallucinate plugin response

○ General LLM problem
● Example

○ Reporting products that don’t exist



Steal plugin data/ Pollute Training Data

● Goals
○ steal plugin-owned, -hosted, or facilitated data
○ pollute the training data

● Log interaction
○ Already done

● Make ghost requests
○  Get user data without telling user

● Inject misleading response
○ Ruin feedback



Attack surface between plugins



Hijack another plugin’s prompts

● Goal
○ Take prompt intended fo another plugin 

● “Squat” another plugin
● “Squat” functionality
● Inject malicious response

○ route the prompts for a particular plugin
● Example

○ Lexi Shopper
○ Overtakes amazon



Hijack prompts on a topic

● Goal
○ Take all prompt topics to plugin

● “Squat” a topic
● Inject malicious response

○ Tell LLM to use it



Influence prompts to another plugin

● Goal
○ influence the prompts to another plugin

● Exploit multipart prompts
○ Very common



Concluding Thoughts

● Natural lnaguage vs constrained programming language
○ Ambiguity

● Application of policies
○ Interpretations by plugins

● Bugginess
○ Malicous?

● Future
○ IOT, Amazon alexa
○ vision-language-action

https://docs.google.com/file/d/1XgiQjOmcQx0-MkHVeicLtA2jSKGxFhPv/preview



