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What are jailbreak prompts in the context of LLMs?

Image taken from https://arxiv.org/pdf/2308.03825.pdf 
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What are jailbreak prompts in the context of LLMs?

https://arxiv.org/pdf/2308.03825.pdf


Prompt injection
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Are jailbreak prompts the same as prompt injection?

Direct prompt injection Indirect prompt injection

Images taken from https://arxiv.org/pdf/2307.15043.pdf and https://github.com/greshake/llm-security 

Zou et al., 2023
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Why should we care about LLMs jailbreak prompts?

Image taken from https://owasp.org/www-policy/operational/branding and https://www.lakera.ai/blog/owasp-top-10-for-large-language-model-applications-guide 
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Problem that is being tackled

● There is a lack of understanding of 
the strategies adversaries use to 
jailbreak popular LLMs, and how 
those strategies evolve over time

Image taken from https://medium.com/next-top-writers/dan-6-0-5-0-breaks-the-mold-chatgpt-jailbreak-sparks-controversy-and-excitement-e6b5b39c24c5 

● Are the jailbreak prompts shared on 
public spaces effective?

9

https://medium.com/next-top-writers/dan-6-0-5-0-breaks-the-mold-chatgpt-jailbreak-sparks-controversy-and-excitement-e6b5b39c24c5


Related work

Defending against jailbreak promptsGenerating jailbreak prompts
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Models
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Language Models in Twenty Queries
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The paper
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● Measurement paper

Image taken from https://arxiv.org/pdf/2308.03825.pdf 
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The authors
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Ph.D. student working on ML security 
and privacy

Tenured faculty professor 
working on trustworthy ML, 
misinformation, social 
networks analysis

Image taken from https://arxiv.org/pdf/2308.03825.pdf 

https://arxiv.org/pdf/2308.03825.pdf


Technique/methodology

1. Data collection

2. Prompts analysis

3. Response evaluation
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Technique/methodology

1. Data 
collection

2. Prompts 
analysis

3. Response 
evaluation
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Main contributionsMethodology

1. Gathered 6,387 prompts from four public sources over six 
months, identified and analyzed 666 jailbreak prompts

2. Evaluated how five LLMs and three external safeguards 
behave against a set of 46,800 questions covering 13 
“forbidden” scenarios

3. Found two jailbreak prompts with a 0.99 attack success 
rate on ChatGPT (GPT-3.5) and GPT-4. They persisted 
online for over 100 days!



Ethics

● Determined that generating awareness 
outweighs the risks of disclosing how 
models can generate unethical content

● IRB considered project as non-human 
subjects research

● Avoided de-anonymizing users and reported 
results in aggregate

● Disclosed results to LLMs platforms

Image taken from https://commons.wikimedia.org/wiki/File:Balanced_scale_of_Justice.svg 
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Technique/methodology

16
Image taken from https://arxiv.org/pdf/2308.03825.pdf 

https://arxiv.org/pdf/2308.03825.pdf


Technique/methodology
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Data sources

● Extracted a total of 6,387 
prompts

● Data collection took place 
between December 27th, 2022 
and May 7th, 2023

● Identified 666 jailbreak prompts
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#P → number of extracted prompts
#J → number of identified jailbreak prompts

Image taken from https://arxiv.org/pdf/2308.03825.pdf 
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Ethics
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Jailbreak communities

The researchers analyzed the 
following characteristics of the 
identified 666 jailbreak prompts:
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● Length

● Toxicity

● Semantics

https://medium.com/next-top-writers/dan-6-0-5-0-breaks-the-mold-chatgpt-jailbreak-sparks-controversy-and-excitement-e6b5b39c24c5
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Jailbreak prompts: length and toxicity
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Image taken from https://arxiv.org/pdf/2308.03825.pdf and logo taken from https://perspectiveapi.com/ 

● Jailbreak prompts are longer than benign prompts

● Jailbreak prompts have a higher toxicity with respect to benign prompts

https://arxiv.org/pdf/2308.03825.pdf
https://perspectiveapi.com/


Jailbreak prompts: semantics
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Dimensionality 
reduction
(UMAP)

They use the 
all-MiniLM-L12-v2 
pre-trained model

Project embeddings 
from a 384-dimension 
space into a 2D space

WizMap visualization 
tool used

Prompts 
embeddings

Input OutputAlgorithm



Jailbreak prompts: semantics
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Image taken from https://arxiv.org/pdf/2308.03825.pdf 

Role-playing

Use specific start prompt

https://arxiv.org/pdf/2308.03825.pdf


Jailbreak communities
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Community 
detection 
algorithm

They used the pair-wise 
Levenstein distance 
similarity to connect nodes 
(jailbreak prompts)

They used the Louvain 
algorithm

Around 30% of the 
jailbreak prompts are 
grouped into eight top 
communities

Input OutputAlgorithm

Images taken from https://timbr.ai/community-detection-algorithm/ 
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Jailbreak communities
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Jailbreak prompts: length and toxicity evolution over time
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Jailbreak prompts: semantic evolution over time
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Jailbreak communities: evolution over time
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Gandalf
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Technique/methodology

30
Image taken from https://arxiv.org/pdf/2308.03825.pdf 

https://arxiv.org/pdf/2308.03825.pdf


Evaluating the effectiveness of jailbreak prompts

Forbidden questions set
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Images taken from https://openai.com/policies/usage-policies and https://arxiv.org/pdf/2308.03825.pdf 

GPT-4

Input OutputAlgorithm
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Evaluating the effectiveness of jailbreak prompts
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Image taken from https://arxiv.org/pdf/2308.03825.pdf 

● Dolly has minimal resistance across the forbidden scenarios

● Some scenarios are more vulnerable than others

1.
2.

3.

https://arxiv.org/pdf/2308.03825.pdf


Evaluating the effectiveness of jailbreak prompts

OpenAI’s moderation endpoint 
(multi-label classifier of LLM 
response)
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Together’s OpenChatKit 
moderation model (few-shot 
classification of user prompt 
and LLM response

NVIDIA’s Ne-Mo-Guardrails 
(programable guardrails)

External
safeguards

Icon taken from https://www.flaticon.com/free-icon/security_7269786?term=shield&page=1&position=16&origin=search&related_id=7269786 
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Evaluating the effectiveness of jailbreak prompts
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Testing jailbreak prompts
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1.

1.

2.

3.

2.

3.

1.

2.

3.

● External safeguards have varied performance on different forbidden scenarios● External safeguards can improve their ASR reduction

ASR: Attack Success Rate



Discussion

Positive aspects of the paper:

● Their dataset is open source: 

https://github.com/verazuo/jailbreak_llms/tree/

main/data 
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● They did human verification of the gathered 

jailbreak prompts

Image taken from https://www.flaticon.com/free-icon/light-bulb_2988036?term=idea&page=1&position=6&origin=search&related_id=2988036 

● They analyzed jailbreak prompts over time

● They gathered prompts from multiple sources

https://github.com/verazuo/jailbreak_llms/tree/main/data
https://github.com/verazuo/jailbreak_llms/tree/main/data
https://www.flaticon.com/free-icon/light-bulb_2988036?term=idea&page=1&position=6&origin=search&related_id=2988036


Discussion

● They did not gather prompts from hacking 

forums
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Image taken from https://www.flaticon.com/free-icon/notepad_3131636?term=notes&page=1&position=7&origin=search&related_id=3131636 

Opportunities of improvement:

● Analyses are not fully automated

● They did not analyze why people used jailbreak 

prompts for

● The code is not available yet

https://www.flaticon.com/free-icon/notepad_3131636?term=notes&page=1&position=7&origin=search&related_id=3131636


How did this paper motivated our class project?
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Adversary

Adapted  from https://bsidessf2023.sched.com/event/1Hztz/sleeping-with-one-ai-open-an-introduction-to-attacks-against-artificial-intelligence-and-machine-learning 
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How did this paper motivated our class project?
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How did this paper motivated our class project?
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Adversary

Adapted  from https://bsidessf2023.sched.com/event/1Hztz/sleeping-with-one-ai-open-an-introduction-to-attacks-against-artificial-intelligence-and-machine-learning 

The barrier of entry is 
being reduced

https://bsidessf2023.sched.com/event/1Hztz/sleeping-with-one-ai-open-an-introduction-to-attacks-against-artificial-intelligence-and-machine-learning
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Discussion
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Discussion
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Discussion
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Discussion
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Discussion
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What do you think about the current vulnerability disclosure policies companies 

have in the context of LLMs?


