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Approach

● SVEN, which uses continuous prompts (prefixes) to steer LLM
● Two prefixes learned for secure/unsafe properties
● Guides LLM via attention without changing weights
● Lightweight and efficiently trainable

● Training optimizes prefixes using specialized loss terms
● Loss terms operate on changed vs unchanged code regions
● Balance security control and functional correctness
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Masks

● Program Level
○ All tokens are considered security-sensitive

● Line Level
○ Only modified lines

● Character Level
○ Only changed characters



Masks - Program Level
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Masks - Character Level
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Loss Functions
Controlling Security
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