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Motivation

Adversarial Attacks in fine-tuned NLP models:

• Character-level Modification

• Sentence-level manipulation

• Word Substitution



Character-level Modification



Sentence-level manipulation



Word Substitution (using synonyms)



Solution:

Adversarial training:

The training data are augmented by “adversarial” samples generated using an 

attack algorithm. 



Problem

• Adversarial fine-tuning forgets 
the pre-trained model more 
than standard fine-tuning.

• Need to retain the generic 
and robust linguistic 
features captured by the 
pre-trained model. 



Existing Methods

In the parameter space: add a regularization term in loss function:

• However, change in the model parameter space only serves as 

an imperfect proxy in function space

• Should use the mutual information between outputs of pre-
trained and fine-tuned model



Robust Informative Fine-Tuning (RIFT)

Objective:

Gain better performance on downstream tasks under adversarial attack.

RIFT:

Use mutual information to encourages a fine-tuned model to retain the 

features learned from the pre-trained model , as these features are 

benefited to downstream tasks.



Robust Informative Fine-Tuning (RIFT)

𝐈()	is the mutual information



Robust Informative Fine-Tuning (RIFT)

𝐈()	is the mutual information

𝑯()	is the shannon entropy







Robust Informative Fine-Tuning (RIFT)



Robust Informative Fine-Tuning (RIFT)



Experimental Results



Experimental Results



Experimental Results



Conclusion

• Propose RIFT to fine-tune a pre-trained language model towards robust 

down-stream performance.

• Only conduct experiments under word substitution attack.


